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When a program synthesis task starts from an ambiguous specification, the synthesis process often involves an
iterative specification refinement process. We introduce the Programming by Navigation Synthesis Problem, a
new synthesis problem adapted specifically for supporting iterative specification refinement in order to find a
particular target solution. In contrast to prior work, we prove that synthesizers that solve the Programming
by Navigation Synthesis Problem show all valid next steps (STRONG COMPLETENESS) and only valid next
steps (STRONG SOUNDNESS). To meet the demands of the Programming by Navigation Synthesis Problem, we
introduce an algorithm to turn a type inhabitation oracle (in the style of classical logic) into a fully constructive
program synthesizer. We then define such an oracle via sound compilation to Datalog. Our empirical evaluation
shows that this technique results in an efficient Programming by Navigation synthesizer that solves tasks
that are either impossible or too large for baselines to solve. Our synthesizer is the first to guarantee that its
specification refinement process satisfies both STRONG COMPLETENESS and STRONG SOUNDNESS.
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1 Introduction

Program synthesis tasks often begin with an underspecification of a target program [38]. If we care
about refining this underspecification to reach not just any program but a particular program, then
program synthesizers can employ an iterative specification refinement process [55, 83]. Our work
starts from the observation that no existing technique for specification refinement offers what we
will call STRONG COMPLETENESS and STRONG SOUNDNESS; that is, the guarantee that, at each
round of synthesis, the synthesizer presents all the valid next steps (STRONG COMPLETENESS)
and only the valid next steps (STRONG SOUNDNESS).

We therefore introduce the Programming by Navigation Synthesis Problem, an interactive
program synthesis problem formulated such that synthesizers solving the problem are guaranteed
to provide STRONG COMPLETENESS and STRONG SOUNDNESS. In Programming by Navigation, a
step provider takes a work-in-progress program and returns the set of all and only the valid next
steps. In contrast to prior work, any step from this set may be selected, and none will refine the
specification to be unsatisfiable.

Taken together, STRONG COMPLETENESS and STRONG SOUNDNESS seem to imply that a
synthesizer that solves the Programming by Navigation Synthesis Problem must somehow be
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aware of all possible solutions to the synthesis problem ahead of time, so that the correct paths
can be returned. However, enumerating all solutions does not scale when there are many possible
solutions to the underspecification and cannot succeed when there are infinitely many solutions.

To meet the demands of the Programming by Navigation Synthesis Problem, we observe that we
can transform an inhabitation oracle—a procedure that simply returns “yes” or “no” as to whether or
not a type is inhabited, in the style of classical logic—into a fully constructive program synthesizer.
With the flexibility granted by only needing to return “yes” or “no,” we can then define a fast
Datalog-backed inhabitation oracle that uses fact derivability to prove type inhabitation.

We implement our solution to the Programming by Navigation Synthesis Problem in a system
called HONEYBEE and evaluate it on a benchmark suite of 21 programs from three domains: generic
synthesis tasks, bioinformatics workflows, and geospatial data analyses. We find that, unlike
enumeration, HONEYBEE applies to benchmarks that have infinitely many solutions, and scales well
to benchmarks with a finite but large number of solutions.

Contributions. In summary, we contribute:

(1) Programming by Navigation: A novel program synthesis problem, formulated such that
any synthesizer that solves the problem achieves both STRONG COMPLETENESS and STRONG
SouNDNESSs (that is, presents all valid next steps and only valid next steps).

(2) Top-Down Classical-Constructive Synthesis, a solution to the Programming by Naviga-
tion Synthesis Problem. We (i) instantiate Programming by Navigation for top-down program
construction steps, (ii) introduce an algorithm to solve the Programming by Navigation
Synthesis Problem in this setting by transforming a classical-style inhabitation oracle into a
constructive program synthesizer, and (iii) provide such an oracle via compilation to Datalog.

(3) Implementation and Evaluation: We implement our instantiation of Programming by
Navigation in a tool called HONEYBEE and evaluate its performance empirically.

2 Overview

To illustrate the core insights of our approach, we consider a relatively small example.
Setup. Suppose we define the following structs:

struct A(int) {---}  struct R{int) {---}  struct M(int,int,bool) {---}  struct D{int,int) {---}

Our goal will be to synthesize a composition of components between these types. These components
will be functions annotated with validity conditions for when they are valid to call, but we will not
be inspecting the bodies of the functions. Thus, we need not inspect the bodies of these types.
These types are standard product types that one would expect from a mainstream language, with
one additional feature. We parameterize each type by zero or more base values like integers or
booleans; we call these values the type’s metadata. For example,1 in a bioinformatics context, R(2)
could be the type of an integer vector where each entry is the number of times a gene transcript
appears in a tissue labeled Sample 2. In a geospatial analysis context, R(90) could be the type
of a raster image with a spatial resolution of 90 meters?/pixel. Although the underlying data is
extremely different in these contexts, we can capture both with the same type-level metadata.
Let us now consider some functions over these types:

q1,q2: () =4, R s:A—y R b:M—y M
a,az: () =g A C:RXR—, M d:M—, D

We include these concrete examples to provide intuition but emphasize that our synthesis problem and solution are
domain-agnostic. Understanding the domain-specific content is entirely optional for understanding our contributions.
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These functions are standard as well, with one additional feature. Each function is annotated with
a validity condition ¢ that constrains when it may be called. Importantly, these validity conditions
can reference the metadata of their input and output types. For example, these functions may be
annotated with the following validity conditions:

@1 := S(rety) @3 = ret; = paramy ; A rety = paramy; Aret3 = L
@2 = ret; = paramq (4 = rety = paramy ; A rety = param;, Aret3 =T A param;3 =T

@5 :=ret; = param; | A rety = param, ,

Validity condition ¢s for d states that the first metadata argument of the return type (ret;) must
be equal to the first metadata argument of the type of the function’s first argument (param, ,), and
similarly for the second metadata argument of the return type and the second metadata argument
of the function’s first argument. Thus, if d is called on an argument of type, say, M(1, 2, T), then it
can have a return type of D(1, 2) but not D(5, 6). Throughout the paper, we use superscripts on a
function to refer to the metadata values of a function’s return type; for example, ¢*T would have
return type M(1,2, T) and d“? would have return type D(1, 2). As a concrete example, a function
f+ R —, Rwith ¢ := param, ; < ret; could be the type of a downsampling operation in geospatial
analysis, in which the output raster image must have a less precise spatial resolution than the input.

Validity condition ¢; demonstrates an important aspect of our predicate language: the ability to
query atomic propositions like S. In addition to a goal type like D(1, 2), our initial specification will
include a set A of propositions assumed to be true. For example, A = {S(1), S(2)} would mean that
S holds (only) on 1 and 2, and ¢; would hold when a return type’s first metadata argument is 1 or 2.

To summarize, we will consider the library of types and functions to be fixed, and our initial
specification will consist of the following two pieces of information:

(1) A goal type (e.g., D(1,2)).
(2) A set of atomic propositions to set to true (e.g., {S(1),5(2)}).

A composition of functions is said to satisfy this specification if it can be assigned the goal type
and all validity conditions of the called functions are met given the assumed atomic propositions.

Possible Tasks. We can now, at a high level, consider three different types of synthesis problem:

(1) The Any task: Return any solution that satisfies the specification. This is the standard
program synthesis problem.

(2) The Avrw task: Return all solutions that satisfy the specification. Some program syn-
thesizers that solve the ANy task can be extended to solve the ArL task by continuing search
beyond just the first solution found to exhaustively search the space.

(3) The PARTICULAR task: Return a particular solution that satisfies the specification.
When there are finitely many solutions, synthesizers that solve the ALL task can solve the
PARTICULAR task by returning all solutions. Another approach is to solicit specification
refinements.

In this paper, we turn our attention to the last of these three tasks. Returning to our example, one
solution of minimal size is d“*(c"**(q}(), ¢())). It turns out that there are 32 solutions in total:

d¥*(c*(g10.410)) " (e (g1, 5 (a0))) dH (M (T (q10.470)) dW (M (T (q10,5%(a}0)))
(e (g10.4;0)) (e (g1, 5% (a30))) A S CHX ) dY (BT (T (g1 0. 5% (a30)))
d¥(c**(g30.470)) " (e (g30,5*(a}0))) dH BN (T (q30,470)) dM (M (T (g30,5%(a}0))
d¥(c**(g30.450)) " (e (g0, 5 (a30))) dH (BN (T (g30,450))) a2 (BN (T (q30,5%(a50)))
a4 (s (a100). 41 0) (e (s (a1 ). 5% (a}))) dR T (T (5N (a1 0).4100)) AP (T (5N (a1 0). 5% (@} )
a3 (et (s (a10).450)) a3 (e (s (a1 0), s*(30))) dPEMAT (T (5N (@l 00, 300) AP (T (5N (0] 0), 52 (@500))
(et (s (430).410)) " (e (s (a30). 5 (a1 0)) dREET (T (5N (a30).4100)) AP (T (5N (a30),5%(a}0))))
a2 (e (s (a00). 50)) d"? (e (s (a3 0). 5% (a50))) a5 (a0).;00))  dMEOMT (T (5N (a30).5%(a50))))

Proc. ACM Program. Lang., Vol. 9, No. PLDI, Article 165. Publication date: June 2025.



165:4 Justin Lubin, Parker Ziegler, and Sarah E. Chasins

Even with a precise logical specification, there may be many valid solutions to choose between. For
example, bubble sort, insertion sort, merge sort, quick sort, and heap sort (each of which may be
stable or unstable) are all sorting functions; the choice to use one or another is context-dependent.
The question, then, is how to have a synthesis approach that enables choosing a particular
solution among many. As mentioned above, one option is simply to return all solutions, but this
only works if there are finitely many solutions. Moreover, when the number of solutions is finite but
large, such an approach wastes synthesis time exploring many solutions that are not the particular
target solution. As we will see in our evaluation (Section 7.2), this approach does not scale when
there are combinatorially-many solutions. If we set out to design a program synthesizer around
solving the PARTICULAR task from the start, can we reach the particular solution more quickly?

ASIDE: What are these types, atomic propositions, and functions, anyway? Throughout Section 2,
we keep the working example self-contained and generic to demonstrate our key insights. However, the
types and functions we define correspond precisely to a common real-world task that biologists often
need to perform in the course of analyzing wet-lab data: computing sets of differentially-expressed genes
between two biological samples.

The atomic propositions correspond to what data they have on hand. In the case of differential gene
expression, they have raw RNA sequencing data: S(1) and S(2) mean that RNA sequencing data for
Samples 1 and 2 are available.

The types correspond to standard datatypes from bioinformatics:

o A(n) is an alignment of reads from Sample n to a genome (e.g. in BAM file format).

e R(n) is a vector of gene read counts for Sample n.

e M(ny, nz,b) is a read count matrix for Samples n; and ny, where b is a boolean value to track
whether or not the matrix has undergone batch correction to account for batch-level differences
in sequencing runs.

e D(nj, ny) is the result of a differential gene expression test between Samples ny and ny.

The functions correspond to standard bioinformatics algorithms:

e g1 and g correspond to transcript quantifiers such as kallisto [20] and salmon [81].

e a; and ay correspond to aligners such as bowtie2 [54] and STAR [27].

e s corresponds to a read summarizer such as featureCounts [59].

o ¢ (uninterestingly) combines two read count vectors into a matrix.

e b corresponds to a batch corrector such as ComBat-seq [108].

o d corresponds to a differential gene expression test such as DESeq2 [61].

Although Programming by Navigation supports synthesis beyond component-based approaches, our
specific instantiation does not inspect function bodies (nor aim to synthesize them). Therefore, the
implementations of these bioinformatics algorithms can be off-the-shelf, arbitrarily complex, and in
many different languages.

The validity conditions ensure these functions are only called when appropriate. For example, ¢1
ensures raw sequencing data is available to perform quantification or alignment, ¢4 ensures batch
correction can only be performed once, and ¢s states that we can test any read count matrix for differential
gene expression, regardless of whether or not it has been batch corrected.

In all, the 32 different programs correspond to different valid combinations of these bioinformatic
analyses, each of which may be of interest to a biologist analyzing their data depending on the context.
Of particular note is whether or not to use batch correction for a given analysis—a highly contextual and
often-contested decision among biologists [77].

Key Insight 1 (§3). Our first key insight is to design a synthesis problem specifically adapted to
the PARTICULAR task. Starting from a blank program, the synthesizer is required to present a set
of valid steps that indicate next possible steps to extend the program, where a valid step is one
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New working sketch
Valid solution

S hVay-a

% 2 Select step a,
I —— o E——

o .
Invalid step
(not displayed) 5 * Op | 5 *
Valid step

Working sketch (displayed) Selected step
* )k * )k
4 3 4 3
New valid step
Round 1 Round 2

Fig. 1. Two rounds of a Programming by Navigation. Round 1: At each round of synthesis, we have
a working sketch (i.e., an in-progress program, depicted as an orange circle), which is initially empty. In
this scenario, there are 5 valid synthesis solutions (depicted as green stars). Given a working sketch, a
Programming by Navigation synthesizer is required to return all steps on paths that lead to valid solutions
(depicted as purple arrows annotated with o4, o, and o¢), a property we call STRONG COMPLETENESS. In
addition, the synthesizer must not return any steps that cannot lead to a valid solution (depicted as arrows
with red crosses), a property we call STRONG SOUNDNESs. Round 2: We depict the result of selecting the
particular step o4 (although the others would have been valid to select as well). The step o4 gets applied
to the previous working sketch, resulting in a new working sketch, and the Programming by Navigation
synthesizer must again return all and only the valid next steps; now op leads to Solution 1 and of leads to
Solution 2.

that can lead to a valid solution. Crucially, we require that this set of steps can lead to all
valid solutions, and that it contains only steps that lead to a valid solution. We call the
requirement that all valid steps be presented STRONG COMPLETENESS and the requirement that
only valid steps be presented STRONG SOUNDNESs.” STRONG COMPLETENESS enforces that every
valid program is constructible and that each provided set of steps does not eliminate any potential
valid programs. STRONG SOUNDNESs enforces that all choices at every intermediate stage of the
process lead to a valid solution; synthesis can thus never go down a “rabbit hole” path that leads to
no valid solution. The fact that these two guarantees must hold at each round of interaction is the
key difference between our problem statement and that of other interactive program synthesizers,
as we discuss in Section 10.1.

After the set of all and only valid steps are provided, one of them can be selected to advance to
the next round of synthesis. This process repeats until reaching a valid solution. Figure 1 visually
depicts two rounds of this process.

We also provide a concrete example of a complete interaction in Figure 2, which shows the steps
to reach the 29" solution listed above using “top-down” steps that construct a program from its
root node. The table can be read row-by-row, going from left to right in each row. We start in the
WORKING SKETCH column, which indicates the in-progress program under construction, using holes
(?) as placeholders to be filled. The GoAL column selects one of the holes in the sketch to expand.
The synthesizer is then obligated to return precisely the possible fillings in the OpT10NS column and
no others; these represent the exact set of steps that can lead to a valid solution. Simply exploring

2Traditionally, a synthesizer is sound if any program it returns satisfies the specification and complete if it always returns a
program when at least one satisfying solution exists.
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WORKING SKETCH GoaL | OPTIONS CHOICE

7 ?0:D | dY(2,) d"*(2,)
d"2(?;) 75t M | ¢ (25,7y), BYAT(23) | BYET(73)
d2(bM2T(23)) 23 M | PP (24, 75) (24, 75)
dP2(bY2T (cb3 (24, 25))) ?%:R | 410, 950, ¢"(2%) q' (%)

d“2 (b7 ("> (g (%), ?5))) %:A | a0, a50) a; ()

d* (> (Y (q' (a1 (), 75))) %:R | ¢;0. 650, ¢*(%) q°(%)

d2 (b7 (c¥*(¢" (a1 0), 4°(%6)))) | %6 : R | @} (), a3() a}()

Solution: d%(b"*T (c"**(q' (a1 (), ¢*(a%()))))

Fig. 2. A step-by-step breakdown of Programming by Navigation for the goal type D(1, 2) and atomic
proposition set {S(1),S(2)}. Each row is one round of synthesis and is read left-to-right. In each round, we
have a working sketch, a goal, and a set of options, which represent all and only the valid next steps. Although
all returned options are acceptable to select, the choice in the final column results in the working sketch at
the start of the next row. The solution at the bottom is the resulting concrete program after these 7 rounds.

the underlying grammar in a type-directed manner is not sufficient to meet this requirement, as the
validity conditions on each function must be met; the options presented must be exactly those with
extensions whose validity conditions are all met. Finally, the CHOICE column indicates a choice
among these options, which then gets substituted into the working sketch on the next row.

We now have a new question: How can we compute what options are possible at each step of the
above interaction? One immediate solution would be to compute the 32 solutions from before and
store them in a generalized trie data structure [23], but this solution brings us back to exactly the
problem we were trying to avoid: enumerating all solutions is too costly and is in fact impossible
in the case of infinitely many solutions.

Key Insight 2 (§4). We observe that, at each intermediate stage, we do not actually need to
construct all possible valid solutions. It is enough if we are able to determine if a particular type
is inhabited without knowing what that inhabitant actually is. For example, in the second row of
Figure 2, we can check if %7 (?3) should be included in the set of options by checking if the type
of its argument is inhabited; we do not actually need to know what to map ?5 to. We formalize this
notion in terms of an inhabitation oracle that, given a hole and a possible function f to apply, will
determine if the type is inhabited by some expression whose root is f.* Our inhabitation oracle
therefore gives us a “yes” or “no” answer—in the style of classical logic—as to whether or not a
type is inhabited. Our second key insight, then, is that we can turn such a classical-style oracle into
a synthesizer that actually gives us a term inhabiting a type, in the style of constructive logic.

But one final question remains: How can we define such an inhabitation oracle? One such oracle
could be a constructive synthesizer in disguise: simply run a complete ANY program synthesizer
on the type, and return “yes” if and only if a solution is found. But this does more work than we
require; it actually constructs a solution when one is not needed.* Is there some way we can exploit
the leeway given by only needing to return a “yes” or “no” answer to design a faster oracle?

Key Insight 3 (§5). Our final key insight is that we can compile library types into Datalog facts
and library functions into Datalog rules in such a way that a library type is inhabited if and only if
the corresponding fact is derivable. Further, using a variant of cut elimination [36], we can check

30ur type inhabitation oracles are unrelated to input-output oracles in the sense of oracle-guided inductive synthesis
(OGIS) [46]; in OGIS, oracles are used to provide desired outputs to given program inputs for input-output examples.
“We, in fact, implemented this approach and it indeed performed poorly; see Appendix A in the supplementary materials.
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whether a library type is inhabited with an expression whose root is a particular function, as is
needed for our type inhabitation oracle.’

For example, we compile the ay, b, ¢, and d functions into the following three rules:

& (RULE,,) M (RULEp) w (RULE,) M (RULEy)

A(x) M(x,y,T) M(x,y, 1) D(x,y)

The facts of this Datalog program are exactly the types from our library, and a type is inhabited if
and only if the corresponding fact is derivable. Further, a derivation of a fact can end in RuLEy if
and only if the corresponding type is inhabited by a function application with f at its head.

Our inhabitation oracle will be given a hole name h and a possible function f and return the
values vy, . .., un for which we can replace ?;, by some expression starting with f?~°N_ We can use
the above Datalog facts and rules to do so by constructing a query rule that holds precisely on such
01,...,0N. For example, given an expression d"(?;) with ?; : M, we can check what values x, y, b
of metadata are inhabited by a ground program at ?, with the following query based on RULE:

M(x,y,b) x=1 y=2
Q*(x,y,b)

However, this query is not enough; we specifically need to see which functions we can use as
options in our Programming by Navigation interaction. So, we can specifically check if ?, can be
inhabited with b or ¢ functions by cutting the corresponding rules (RULE; and RULE,) in:

(QUERY)

M(x,y, L) x=1 y=2 b=T i R(x) R(y) x=1 y=2 b=1
- (RULE}, /QUERY) =
Q" (x,y,b) Q" (x,y,b)

The rules RuLg;, and RULE, have essentially been inlined (i.e., cut), so if the resulting queries are
satisfiable, we know that we can construct an equivalent derivation tree where we do use those
rules. These are the queries that we will use for our type inhabitation oracle.

In summary, our Datalog-backed type inhabitation oracle works by compiling the library to
Datalog and checking the derivability of these cut queries.®

(RULE. /QUERY)

Summary. Overall, we design a novel synthesis problem that directly solves the PARTICULAR
task (Section 3). We then introduce an algorithm that transforms an inhabitation oracle into a
synthesizer that solves this problem (Section 4). Finally, we use Datalog to efficiently implement an
oracle in a way that does not require that we construct the solutions ahead of time (Section 5).

3 Programming by Navigation

We now introduce the general form of the Programming by Navigation framework. We will begin
by specifying what properties steps must satisfy (Section 3.1) and giving a concrete example of
such steps in the form of top-down program construction (Section 3.1.1). Next, we will state the
Programming by Navigation Synthesis Problem, which—in contrast to prior interactive synthesis
problems—requires that all and only the valid next steps be shown. In Section 3.3, we will show
that, in addition to providing all and only the valid steps at each round of the interactive process,
solutions to the Programming by Navigation Synthesis Problem (i) terminate immediately if there is
no solution, (ii) always progress until a valid solution is found, and (iii) enable all valid expressions
to be constructed using only the provided steps.

SThroughout this paper, we use “cut” in the sense of fusing proofs, not in the sense of stopping backtracking as in Prolog.
®From this perspective, the process in Figure 2 can be viewed as interactively constructing the provenance (i.e., derivation
tree) of our goal fact. By associating facts with types, we can leverage the Curry-Howard correspondence so that proof
trees of these facts correspond to programs satisfying our specification.
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Hole names h, Functions f Steps 0 =7, w> f(ey,...,en) | 015 02

Expressions e ::= f(e,...,en) | 75 Step sets 3 == {o1,...,0n} (finite, unordered)

e; — ey | o top-down steps e; to e,

STEP/EXTEND STE(TP/SEQ i
i 2
arity(f) = N e e— e e —e”
?hf(eq,....en) o100,
e ———— [?2h > fley,...,en)]e e—e

Fig. 3. A Concrete Instantiation of Programming by Navigation. We assume that each function f
has a fixed arity arity(f) and write e < ez if e; is a subterm of e;. These steps model a top-down program
construction process (STEP/EXTEND replaces a hole with a function application and STEP/SEQ sequences steps),
but other sets of steps that satisfy the properties of a navigation relation (Definition 3.1) are equally valid.

3.1 Expressions and Steps
Programming by Navigation requires a notion of expressions ¢ and steps ¢ as well as a relation

e 5 e, that holds if o transforms e; to e;. Additionally, it requires a notion of validity on expressions
(notated e valid); this validity could be satisfying input-output examples, logical specifications, type
checking, or something else entirely. The following central definition captures precisely what kinds
of expressions and steps are permissible for Programming by Navigation.

Definition 3.1. Suppose e valid is a validity condition on expressions. Let ¢; 2 ¢, be a relation on

expressions ey, e; and steps o, and let e; < e, hold if and only if ¢, 5 e, for some o. Then ¢, 5 e
is a navigation relation if it satisfies the following four properties.

(1) DETERMINISM: There is at most one ¢’ for each ¢ and o such that e e

(2) No Loops: < is a strict partial order.

(3) REACHABILITY: There exists a lower bound e, on the set of valid expressions.
(4) FINITE BETWEEN: Every infinite ascending chain ey < e; < - - - is unbounded.’

We write ¢ I o if there exists ¢’ such that e — ¢’. When e - o, we define oe to be the unique such e’.
We write e +- X for a step set X if e - o for all 0 € .

DETERMINISM ensures that steps are deterministic. No LooPs ensures that a sequence of steps
will never loop back to a previously-explored expression (including by having no effect on an
expression). REACHABILITY ensures that a notion of a “blank program” (estat) exists from which
every valid expression is reachable via some sequence of steps. Finally, FINITE BETWEEN ensures
that it is impossible to take infinitely many steps between any two expressions. Subject to these
constraints, any notion of expressions and steps will suffice.

3.1.1 A Concrete Instantiation. In Figure 3, we provide one possible choice of expressions and
steps—modeling a top-down approach to program construction—that we will use later in the paper
as an instantiation of the Programming by Navigation framework. With these steps, we could, for
example, model the following program construction sequence:

20p(q().71) 21wor(72) s 2awos(

2 20 (), 7) — L (G0, r(s0)).

"Put another way, < is Noetherian (satisfies the ascending chain condition) on the principal ideal of e for all expressions e.

Proc. ACM Program. Lang., Vol. 9, No. PLDI, Article 165. Publication date: June 2025.
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We take eg,1t = ?9 and require that e valid not hold on incomplete programs (programs with holes).
We also require hole names to be unique in expressions. The following theorem establishes that
these steps are valid to use in the Programming by Navigation framework.?

THEOREM 3.2. The top-down step relation is a navigation relation.

We emphasize that these are not the only possible steps to use; the remainder of this section
applies to any notion of steps that satisfies the properties in Definition 3.1. Other kinds of steps—
such as those capable of capturing a bottom-up or middle-out process of construction—would be
equally valid to slot into this framework if a suitable analogue of Theorem 3.2 can be proven.

3.2 Programming by Navigation Synthesis Problem

With a proper notion of steps established, we can now formalize the exact requirements of a
Programming by Navigation synthesizer. We model Programming by Navigation synthesizers as
step providers, defined as follows.

Definition 3.3. A step provider S maps expressions to step sets. An S-interaction is a finite

sequence e, SRR en such that ey = egar and opy; € S(ex) forall 0 < k < N.

Intuitively, an S-interaction is a sequence of expressions where each one is the result of applying a
step provided by S to the previous expression.
We also introduce notation for the set of valid expressions that are reachable from an expression.

Definition 3.4. The completion of an expression e is C(e) = {e’ | e < ¢’ A ¢’ valid}.

In general, the completion of an expression can be infinite, so completions are not computable in
practice. Rather, we will use completions to describe the theoretical guarantees and requirements
of Programming by Navigation synthesizers. Indeed, we can now precisely state what properties
the set of steps returned by a Programming by Navigation synthesizer must satisfy.

Definition 3.5. A step set = covers an expression e if it satisfies the following three properties.

(1) VALIDITY: ¢ + 2.
(2) STRONG COMPLETENESS: | J,c5 C(ce) 2 C(e) \ {e}.
(3) STRONG SOUNDNESS: C(c¢) # @ forall o € 3.

VALIDITY ensures that all steps in ¥ actually do something to e. STRONG COMPLETENESS ensures
that every valid program that was reachable from e is still reachable from at least one of the steps
in .. STRONG SOUNDNESSs ensures that all steps in ¥ lead to at least one valid solution.

Finally, we can state the Programming by Navigation Synthesis Problem.

Problem Statement

Definition 3.6. A step provider S solves the Programmmg by Navigation Synthesis

Problem if S(ey) covers ey for all S-interactions e SENFRAN en.

Figure 4 illustrates how a Programming by Navigation step provider can be used to navigate
to a particular program. Intuitively, the step provider and step decider can be thought of as
communicating coroutines. Starting with a blank program, e, the step provider provides a set of
steps that covers the current working sketch. The step decider is free to choose among any of these

8For concision, we provide all proofs in Appendix B in the supplementary materials.
The left-hand side in STRONG COMPLETENESS is a (non-strict) subset of the right-hand side by VaLIDITY.
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Step Provider
Step Decider 4 4
Fig. 4. A step provider and step decider communicate to arrive at a particular valid solution. The step
provider is obligated to give a set ; of steps that covers the working sketch at each stage (Definition 3.5). The

step decider chooses o0j41 € ¥; (all of which are valid), which gets applied to working sketch. The resulting
new sketch is fed back to step provider, and the process repeats until a valid program is constructed.

steps to be applied to the working sketch; none lead to a dead end. This updated sketch is then sent
back to the step provider, and the process is repeated until reaching a particular valid program.
Figure 2 gives an example interaction of the concrete instantiation we describe in Section 3.1.1.
This process is a form of specification refinement in that the set of programs satisfying the speci-
fication gets smaller at each round until the single particular program is left: C(ey) 2 C(e1) 2 ---.
STRONG SOUNDNESS ensures that these refined specifications never collapse into unsatisfiability.

3.3 Properties of Programming by Navigation

We now discuss the properties that all Programming by Navigation synthesizers S offer.

First, we note that STRONG SOUNDNESS means that it is impossible for a step choice to flip a
satisfiable specification into an unsatisfiable one. The following theorem captures the additional
property that, if a specification is unsatisfiable, the Programming by Navigation process will
immediately terminate.

THEOREM 3.7 (FAIL FasT). If there are no valid expressions, then S(esqr) = @.

Furthermore, at each step of a Programming by Navigation interaction, either the current working
sketch is a valid solution (and the interaction can finish) or the Programming by Navigation
synthesizer will provide additional steps. This theorem is analogous to the traditional progress
theorem of the A-calculus [104].

THEOREM 3.8 (PROGRESS). If there is at least one valid expression and e, I B ey isan
S-interaction, then either ey valid or S(en) # @ (or both).

Finally, when we defined a navigation relation in Definition 3.1, we required all valid programs
be reachable via some series of steps from the starting program (REACHABILITY). What the
following theorem establishes is that it is possible to construct any valid expression using only
the steps provided by a Programming by Navigation synthesizer. This theorem is analogous to
Omar et al. [78]’s constructability theorem for the Hazelnut structure editor calculus.

. . . . o O-l /
THEOREM 3.9 (CONSTRUCTABILITY). Ife valid, there exists an S-interaction ey — - - — e.
4 Classical-Constructive Synthesis

We now describe our solution to the concrete instantiation of Programming by Navigation from
Section 3.1.1. As we discuss in Section 2, we rely crucially on the notion of an inhabitation oracle,
which, for each pair of a hole and a function, must determine if the hole can be extended by the
function. (Later, when we model types in Section 5.1, this will correspond to checking whether
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Algorithm 1 Top-Down Classical-Constructive Synthesis

Parameter: An inhabitation oracle O (Definition 4.1)
Input: An expression e
Output: A step set

1: procedure S(e)

2 for (h, f) € O(e) do

3: Phys s ?harity(f) «— fresh(e)

4: yield (?h M3 f(?hw e ?haﬂty(f)))

certain types are inhabited.) A function can only replace a hole if there exists a valid expression
that is reachable from the resulting expression, as captured in the following definition.

Definition 4.1. An expansion is a hole name and function pair. An inhabitation oracle O maps
expressions e to finite sets of expansions that include (h, f) if and only if

m<e and C([?n f(h,..., ?harity(f))]e) # o for?p,..., ? hasty ) fresh in e.

An inhabitation oracle tells us whether a certain expansion is possible—a “yes” or “no” response,
in the style of classical logic—but it does not construct a solution. However, we can use it as part of
a step provider to solve the Programming by Navigation Synthesis Problem. This is precisely what
we do in Algorithm 1. By construction, the steps from Algorithm 1 satisfy VALIDITY and STRONG
SOoUNDNESS when it is used as a Programming by Navigation synthesizer. It turns out that these
steps are sufficiently broad to ensure STRONG COMPLETENESS as well. Consequently:

THEOREM 4.2 (SOUNDNESS). Algorithm 1 solves the Programming by Navigation Synthesis Problem.

5 Datalog-Backed Inhabitation Oracle

We now turn to the task of implementing an inhabitation oracle. To do so, we start in Section 5.1
by formalizing the particular notion of validity we used in Section 2; we note, however, that
Algorithm 1 is a Programming by Navigation synthesizer regardless of the notion of validity chosen.
We then show in Section 5.2 that we can define an inhabitation oracle for this notion of validity
using Datalog that does not require constructing full solutions to synthesis subtasks.
Throughout this section, we use the notational shorthand X = Xi,...,Xn for some N.

5.1 Formalizing Validity

Figure 5 defines the syntax we used for validity in Section 2. We call this syntax HBore, as it is the
core syntax of HONEYBEE, our implementation of Programming by Navigation that we evaluate
in Section 7. As in Section 2, types and atomic propositions are parameterized by values, and the
set of functions for this instantiation is drawn from a set of base functions coupled with output
metadata, a tuple of values notated with a superscript. Function signatures are annotated with
formulas, which can be true (T), equality relations, less-than relations, atomic propositions, or a
conjunction of other formulas. For notational simplicity, all values are numeric, but the type system
could be extended to handle other types such as strings (as we do in our actual implementation) or
enumerations. Lastly, we assume a fixed arity map arity(-) for atomic propositions and types and,
for auxiliary technical reasons later, a distinguished type * with arity 0.

Figure 6 defines what it means for an expression to be well-typed with the rule WeLL-TypPED/FUN.
In addition to having the types of arguments match the types of the corresponding function
parameters (premises 1 and 4), all validity conditions of the functions present in an expression
must be satisfied (premise 3). For tractability, we additionally require that all values be literals
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Values v € Z Base functions f
Functions f5 Type names 7 ¢ has type 7(v) with library I
Atomic proposition names & assuming atomic propositions A
Types 7(v) WELL-TYPED/FUN
Atomic propositions §(7) F(f)=t,...,7N = T
Formula atoms q ::= param, ; | retj | o Vi, j.v;j € vals(I') U vals(A) U vals(v)

Formulas g =T |a=ala<a AEglos....on;0]

| 6@ | @Ag Vi.l",Akei:Ti(v_i)

LAF foey,....en) : 7(0)

Function libraries ' ::= {f; = (7 —, rl-)}l{i 1

Fig. 5. HBcore, the core syntax of HONEYBEE. Of  Fig. 6. The typing relation for HB¢ore. Function appli-

note, functions f? are coupled with output meta- cations are well-typed if their arguments are well-typed

data (tuples of values) that constrain their type. and have metadata satisfying the validity condition. The
notation vals(X) returns the set of values in X.

that appear in the library or synthesis problem (premise 2). As WeLL-TYPED/FUN applies only to
function applications, incomplete programs (those with holes) are not considered well-typed.
We now formalize the up-front specification from Section 2.

Definition 5.1. An HBcore problem is a triple (T, A, 7(v)) where T is a function library to use,
A is a set of atomic propositions assumed to be true, and 7(v) is a goal type. For a fixed HBcore
problem (T, A, 7(v)), we say evalid if I, A + e : 7(0).

We now need an oracle that, given an e as defined above, can determine if an expansion of
it is well-typed according to WELL-TYPED/FUN in Figure 6. For example, if we have the expres-
sion f1(g%(), ?1,?2) and we are considering expanding ?; with f, we need to determine if there
exist expressions ej, ey, es, e4, and a value v such that f1(g2(), f%(ei, €2, €3), e4) is well-typed. We
essentially want to extend the WELL-TYPED/FUN rule so that the fourth premise allows for the
possibility that e; is a hole, in which case it would require that there exists some e; that can replace
it that is well-typed instead. The key difficulty is that this change makes type-checking highly
non-syntax-directed, essentially amounting to program search. Thus, we would like to be able to
make this check without actually constructing such an expression e; to replace the hole with.

5.2 Compiling to Datalog

To construct such an oracle for an HB o problem (consisting of a library, set of atomic propositions,
and goal type), we compile the problem to a Datalog program in which atomic propositions are the
EDBs, types are the IDBs, and functions between the types get compiled to rules. We perform this
compilation in such a way that a type is inhabited if and only if the corresponding Datalog fact is
derivable. In fact, the key invariant (Lemma 5.4) that we maintain will be slightly stronger, asserting
that a type is inhabited with an expression whose root is f if and only if the corresponding Datalog
fact is derivable with a proof tree ending in the Datalog rule corresponding to f.
We first describe the notation we use to refer to Datalog (the technical content is standard).

Definition 5.2. A Datalog program is a triple (V, &, R), where V is a value domain, & is a set of
EDBs (ground facts), and R is a set of rules to derive IDBs (derived facts). For simplicity, we assume
Datalog programs have EDBs corresponding to atomic propositions and IDBs corresponding to types
from Section 5.1, as well as a distinguished fact O* used only for queries. The Datalog provability
relation V, &, R i, 1(v) over Datalog programs (V, &, R) with I anIDB and vy, ...,o5 € V holds
if and only if I(?) is derivable using the rules from R assuming the EDBs & are true and all values

Proc. ACM Program. Lang., Vol. 9, No. PLDI, Article 165. Publication date: June 2025.



Programming by Navigation 165:13

are drawn from V. Lastly, a Datalog engine DL takes in a Datalog program (V, &, R) and query
rule R with head Q* and returns all tuples of values o such that V, &, R U {R} k,, O*(0).

We now define how to compile an HB 4 problem to Datalog. We start with setting up rules that
establish when types are inhabited (i.e., general versions of the RULE rules from Section 2). We
call these rules the Datalog header of a function library, as they will be included in all calls to the
Datalog engine throughout the synthesis procedure.

Definition 5.3 (Datalog Compilation, Part 1/2). The Datalog header of a function library T is

7(X)
This definition enables us to prove the following key invariant that links type inhabitation with
Datalog fact derivability.

'7—{[[[‘]]:{’[1()?1) ’['N(m) @[X_l,,mﬁ_c] (RULL'f)lr(f)=T1""’TN —0 T}.

LeEMMA 5.4 (KEY INVARIANT I). The following are equivalent:
(1) vals(T) U vals(A), A, H[[T]| v, 7(v) with a derivation tree ending in RULEy.
(2) There exist expressions ey, ..., ey such thatT, A+ fo(ey, ... exn) : 7(2).

Notably, in (1), Datalog can prove that a certain type is inhabited without searching for the witness
expressions in (2); this is precisely the benefit we get by requiring only a “yes” or “no” answer.

Now, given an expression like f1(g%(), ?1,?;) and goal ?;, we need a query rule that returns
all v such that there exist expressions e; (with metadata v) and e, that can replace ?; and ?, to
make the expression well-typed (i.e., a general version of the QUERY rule from Section 2). This rule
should check (i) the types of all hole siblings of ?; (including the type of ?; itself) are inhabited
with metadata values that satisfy the validity condition of f on its arguments, and (ii) the function
siblings (e.g., g>()) recursively satisfy this property. The following definition achieves this goal.

Definition 5.5 (Datalog Compilation, Part 2/2). The set of Datalog queries of an expression e
given a function library I' and expected type 7 is

Pr_lle
arger = {2
Q (xp)
where the premises are defined by
PL [2] =1(x) and PL [fo(er....en)] = (Fp =0) A @[Tpi.-... Spv: Tp] A /\P‘”

forT'(f) =11,..., TN =4 T.

(QUERY), ) | ?5 < e at path p and 7' (X,) is the kth premlse}

Intuitively, the QUERY, ; rule for an expression e will hold on v if and only if there exists an
expression e’ with metadata value v to replace ?, such that all validity conditions either hold or can
hold with further expansions. We use Lemma 5.4 to prove the following additional key invariant
that captures this idea more formally.

LeEMMA 5.6 (KEY INVARIANT II). Suppose ?j, < e. Then the following are equivalent:

(1) QUERY,;. € Qr [ e] and vals(T) U vals(A), A, H[[T] U{QuERY,,; } h,, OQ* (v) with a derivation
tree whose kth subtree ends in RULE,.

(2) There exist expressions ey, ..., ey such that C([?, — ¢°(ey,...,en)]e) # @.

As before, in (1), Datalog can prove that a hole can be replaced with a well-typed function
application without searching for the witness expressions in (2). However, there is one final challenge:
To make these queries into an oracle, we need to be able to check for specific choices of g.
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Algorithm 2 Datalog-Backed Inhabitation Oracle

Parameter: A Datalog engine DL (Definition 5.2)
Parameter: An HB o problem (T, A, 7(0g0al))
Input: An expression e
Output: A finite set of expansions

1: procedure O(e)

2 I"—TuU {g03| — (T _>(paramlylzugoau/\~~~/\param11N:vgoalyN) T*)}

3: for QUERY,, ;. € Qr +[[goal! (¢)] do

4 for Rures € H[I'] do

5 if RULEf not k-compatible with QUERY,,, then continue

6: for v € DL((vals(I") U vals(A), A, H[T'])), RuLEf/k/QUERY}, ;) do
7: yield (h, ?)

We can force g to be a specific function by using the notion of a logical cut, as defined below.
Using a cut, we can control exactly what the final derivation rule of a type is going to be, and thus,
by Lemma 5.4, what the function at the head is going to be.

Definition 5.7 (Cut). Suppose 1 < k < N and consider the Datalog rules

Pi(x1) - Py(Gem) Q1(y1) -~ On(YN)
X1, .. XML X U1, ..., YN, U
oplx ¥ ] %) and poly _yN yl &),
P(%) 0(y)
where the IDB premises of Ry are Py, ..., Py and the IDB premises of R; are Oy, ... On. If P = Oy,
we say R; is k-compatible with R,, and the k-cut of R; with R, is the rule

Q@)+ Q1 @) PE) o Pu(E) Q) o ON()
oplx1,.... %] fPQ[_yl:--wyN;y] Y =X (Ri/k/Ry).
0(v)

To establish correctness of this approach, we prove the following analogue of cut elimination [36].

LEMMA 5.8. Let Ry and Ry be as above. Then v satisfies the query rule Ry with a derivation tree
whose kth subtree ends in Ry if and only if v satisfies the query rule Ry /k/R;.

We can now assemble these three parts—Datalog headers, Datalog queries, and cut—in Algo-
rithm 2. First, we wrap the input expression e in a function goal whose validity condition enforces
that the output type has the right metadata (and whose output type uses the auxiliary type 7* we
mentioned earlier). Then, we loop through each of the queries of e (one per hole). If we did not
need to determine precisely which function to use for a hole expansion, we could simply run the
Datalog engine on these queries. But, since we must determine which functions, specifically, are
valid expansions, we loop through all rules in the header (one per function in the library), and take
only those that are compatible with the query at the position of the hole. This amounts to taking
the functions whose return type is the required parameter type. Finally, we run the Datalog engine
on the cut of the query with each matching header rule to determine for which values (if any) it is
possible to extend the expression at the given hole using the given function.

By using Lemma 5.6, we can prove the following theorem that finishes our solution to the
Programming by Navigation Synthesis Problem.

THEOREM 5.9. Algorithm 2 is an inhabitation oracle.
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6 Implementation

We implemented Programming by Navigation for HBore using Algorithms 1 and 2 in a system
called HONEYBEE in approximately 2,300 lines of Rust code. We used the egglog library [109]
without any equality saturation features for our Datalog engine, although our algorithm (and
implementation) is agnostic to the underlying Datalog engine.

One benefit of using a Datalog-backed oracle is that some standard program synthesis opti-
mizations fall out of existing Datalog engines essentially for free. For example, as we will see in
Section 7.3, repeated calls to a Datalog engine can be optimized by simply not discarding derived
facts from previous runs. This amounts to the synthesis optimization of subtask memoization, in
which synthesis results from recursive calls to the synthesizer are retained. Although egglog does
not currently support it, another applicable off-the-shelf Datalog optimization is the magic sets
optimization [9], which would correspond to the synthesis optimization of top-down enumeration.

Remark 6.1. We implement one additional optimization. HONEYBEE only needs to check a subset
of query premises at each step. Specifically, it can (non-recursively) check only the premises in
Definition 5.5 that arise from the target’s parent expression and the parent’s immediate children.
This is because Datalog has already checked the other premises in prior rounds of Algorithm 1.

7 Evaluation

To evaluate HONEYBEE as an instantiation of Programming by Navigation, we were most interested
in the following two research questions:

RQ1 How well does HONEYBEE solve the Programming by Navigation Synthesis Problem?
RQ2 How does HONEYBEE scale with problem size?

Although they are not our main focus, we were also curious to explore the following two additional
research questions for further empirical context:

RQ3 What effect does using off-the-shelf Datalog memoization have on performance?
RQ4 How does HONEYBEE perform on the traditional ANy task?

As the Programming by Navigation Synthesis Problem and our instantiation of the framework
for the top-down setting are both novel, there is no existing benchmark that we can evaluate our
approach on. We therefore constructed three suites of types and functions for this evaluation:

(1) Fin, which consists of 13 problems with finitely many solutions. Two of these are biological
analysis tasks, one of which is a slight extension of the Section 2 example, and one of which
models analyzing data from a pooled CRISPR screen [16, 91, 101]. The remainder are generic,
in the style of the example from Section 2 but with no particular domain encoded.

(2) Inf, which consists of 8 problems with infinitely many solutions. Three of these are geospa-
tial analysis tasks, one of which is to compuate a normalized difference vegetation index
(NDVI) [89] using imagery from the Landsat-9 satellite [69], and two of which perform raster
geoprocessing operations, including warping (reprojection), resampling, and clipping with
vector masks. The remainder are generic.

(3) Scal, which consists of programmatically-generated problems that differ only in the depth
and breadth of their search space.

Each entry in these suites consists of an HB.r. problem (a library, set of atomic propositions, and
goal type) as well as a fixed set of 10 particular programs that are solutions to the problem (or all
solutions if there are less than 10). These solutions are the particular programs that a synthesizer
must return to solve the Programming by Navigation Synthesis Problem (but not the ANy task).
We evaluate HONEYBEE by taking the median of 10 measurements of execution time per HB e
problem—one for each particular program. Each step in the interactive synthesis process is chosen
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Fig. 7. Completion rates for benchmarks with finitely many solutions (the Fin suite). HONEYBEE solves
the most (13/13), followed by PRUNED ENUMERATION (7/13), and lastly NAivE ENUMERATION (1/13).

programmatically based on the particular program at hand. Each time measurement is the median
of 5 identical runs of the synthesizer. We emphasize that these HONEYBEE measurements are total
synthesis time, not time per round.

We constructed these 10 particular programs for each entry once, ahead-of-time, in one of two
ways. For Fin, Scal, and all but one of the generic benchmarks from Inf, we ran HONEYBEE on each
synthesis problem and selected from among the provided steps at each round uniformly at random,
and recorded the first 10 unique programs found. For one of the generic benchmarks and all of the
geospatial benchmarks in Inf, this random sampling procedure did not terminate, so we manually
navigated to 10 unique programs.

To contextualize our results, we also implemented two baseline algorithms, NAivE ENUMERATION
and PRUNED ENUMERATION. To solve the Programming by Navigation Synthesis Problem, these
baseline algorithms enumerate all solutions to the synthesis task. Therefore, they are only applicable
to the Fin and Scal suites, as the Inf problems have infinitely many solutions. Both Naive Enu-
MERATION and PRUNED ENUMERATION explore the search space in a breadth-first fashion and check
candidate solution validity post hoc. The difference between the two is that PRUNED ENUMERATION
additionally attempts to prune the synthesis space during exploration by not considering paths
that violate an existing validity condition in the candidate solution. As these baseline algorithms
do not take into consideration a particular program, we simply take the median execution time of 5
identical runs of the synthesizer per entry in the benchmark.

We ran the evaluation on a system running Ubuntu 20.04.6 LTS with an Intel Xeon E5-2650 v2
CPU at 2.60 GHz and 64 GB of RAM. All synthesis tasks had a time cutoff of 2 minutes. All system
implementations are single-threaded, so the evaluation ran entirely on one CPU core.

7.1 RQ1 Results: HONEYBEE Solves Benchmarks Impossible or Too Large for Baselines

Figure 7 shows the results of running the algorithms on the Fin suite. NATvE ENUMERATION solves
1/13 of the benchmarks, PRUNED ENUMERATION solves 7/13, and HONEYBEE solves all 13/13.

Figure 8 shows the results of running HONEYBEE on the Inf suite. As mentioned above, neither
Naive ENUMERATION nor PRUNED ENUMERATION can solve these benchmarks because it is im-
possible to enumerate all solutions. HONEYBEE solves 8/8 of the benchmarks with infinitely many
solutions in a similar amount of time to the entries from the Fin suite.
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Fig. 8. Completion rates for  Fig. 9. Time to solve the scalability benchmarks (the Scal suite).
benchmarks with infinitely  The chart on the left shows execution time as we hold the breadth of
many solutions (the Inf  the search space constant at 5 and vary depth from 1-10. The chart on
suite). Due to the requirement  the right shows execution time as we hold the the depth of the search
of STRONG COMPLETENESS, space constant at 5 and vary breadth from 1-10. On small programs,
techniques based on exhaustive  the NAIVE ENUMERATION and PRUNED ENUMERATION perform better than
enumeration cannot solve these HoNEYBEE due to the overhead of Programming by Navigation, but—
benchmarks. HoNEYBEE solves 8/8  unlike HONEYBEE—they do not scale to larger problems.

benchmarks.

7.2 RQ2 Results: HONEYBEE Scales to Large Problems While NAivE ENUMERATION and
PRUNED ENUMERATION Solve Smaller Problems Faster

Figure 9 shows the results of running the algorithms on the Scal suite. We varied the depth of the
search space from 1 to 10 while keeping the breadth fixed at 5. Similarly, we varied the breadth of
the search space from 1 to 10 while keeping the depth fixed at 5.

We observe that HONEYBEE scales linearly with the depth of the search space. This is expected
of these benchmarks: a depth of N requires N calls to the oracle. HONEYBEE's performance is not
substantially affected by search space breadth at these scales; depth has a much larger impact.

Neither NATVE ENUMERATION nor PRUNED ENUMERATION scale well with either the depth or
breadth of the search space. However, for small tasks, the overhead of Programming by Navigation
dominates the runtime. Additionally, for these simple scalability tasks, pruning overhead causes
PrRUNED ENUMERATION to be slightly slower than NAivE ENUMERATION.

7.3 RQ3 Results: HONEYBEE Benefits From Off-The-Shelf Memoization

To see the impact of an off-the-shelf Datalog optimization on HONEYBEE’s performance, we created
an ablated version of HONEYBEE that does not use the off-the-shelf memoization optimization
we describe in Section 6. Figure 10 shows the results of running these two synthesizers on all
benchmarks from all benchmark suites (Fin, Inf, and Scal). We use all benchmarks from all three
benchmark suites, filtered only based on which benchmarks the slower ablated HONEYBEE can
solve. On the 37/40 benchmarks that the ablated version completed, the full version was always
faster, with a median speedup of approximately 6.9%.
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Fig. 10. Inhabitation oracle perfor-  Fig. 11. Completion rates for benchmarks from the Fin and Inf
mance with and without off-the-  suites on the Any task, for which Programming by Navigation

shelf Datalog memoization. The = was not designed. PRUNED ENUMERATION solves the most (15/21),
y-axis shows time to solve bench-  followed by HoNEYBEE (14/21), then NATVE ENUMERATION (13/21). As a

marks with memoization (full Hon-  consequence of satisfying STRONG COMPLETENESS, HONEYBEE does
EYBEE), and the x-axis shows time to not perform as well on the ANy task as it does on the PARTICULAR
solve benchmarks without memoiza-  task, as we discuss in Section 7.4.

tion (ablated HoNEYBEE). Full HONEY-
BEE solves all benchmarks faster.

7.4 RQ4 Results: On the ANy Task, HONEYBEE Performs Comparably to Baselines

Programming by Navigation was not designed to solve the ANY task. Nevertheless, we were
interested in what overhead the Programming by Navigation approach would entail when used to
solve the ANY task rather than the Programming by Navigation Synthesis Problem. To solve the
ANY task with NATVE ENUMERATION and PRUNED ENUMERATION, we ended enumeration after the
first solution they found. To solve the ANy task with HONEYBEE, we automatically selected the first
of the available steps provided in each synthesis round. We ran all three algorithms on both the
Fin and Inf suites, as the baselines need not enumerate all solutions to solve the ANy task.

Figure 11 shows that NAivE ENUMERATION solves 13/21 of the benchmarks, PRUNED ENUMERA-
TION solves 15/21, and HONEYBEE solves 14/21. As expected, NATVE ENUMERATION and PRUNED
ENUMERATION can solve more benchmarks on the ANy task than when solving the Programming by
Navigation Synthesis Problem, as, even on the benchmarks where they cannot return all solutions,
they may be able to find some solution. Additionally, due to always selecting the first step, Hon-
EYBEE solves fewer benchmarks on the ANy task. We can think of the select-first-step strategy as
essentially performing depth-first search in the space of steps. While it is always valid to select the
first step (a valid program is still available along the path, even if we end synthesis at the time cutoff),
doing so may extend the interactive process compared to selecting other steps. This is a necessary
consequence of the requirement to be able to reach all solutions (STRONG COMPLETENESS). In
comparison, for performance reasons, we specifically designed our enumerative approaches to be
breadth-first so that they would always arrive at a solution of minimal size first.

7.5 Threats to Validity

As both our synthesis problem and instantiation are novel, there is no existing benchmark suite. As
a result, we can artificially inflate the number of benchmarks that HONEYBEE solves compared to
the baseline approaches. For example, in the extreme, we could exclude any benchmark from Fin
that the baselines could solve. To partially mitigate this potential bias, we randomly sampled the 10
particular programs associated with each benchmark for all but four benchmarks. For these four
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benchmarks (all in the Inf suite), we could not randomly sample programs, so we manually selected
the particular programs for these benchmarks. Since we selected the programs, it is possible that
we specifically selected programs that HONEYBEE performs particularly well on. We mitigated
this bias by not measuring HONEYBEE performance on any of the selected particular programs
until the programs had already been fixed. Additionally, HONEYBEE is the only tool that solves the
Programming by Navigation Synthesis Problem when there are infinitely many solutions, so these
manual choices cannot disadvantage our baselines.

8 Limitations

Programming by Navigation requires strong guarantees of the synthesis process—STRONG CoMm-
PLETENESS and STRONG SOUNDNESs—which may not always be possible to adhere to in designing
a synthesis algorithm. For example, when working with fully dependent types such as in Rocq [88],
Agda [76], or Lean [73], type inhabitation is undecidable, so maintaining both STRONG Com-
PLETENESS and STRONG SOUNDNESS is provably impossible. Indeed, L&b [60] showed that type
inhabitation in even just System F is undecidable. Therefore, there will always be a place for
synthesizers that do not offer the guarantees of Programming by Navigation.

Additionally, Section 7.2 shows that Programming by Navigation has overhead compared to
enumeration. For smaller problems, enumeration remains a strong strategy for program synthesis.

9 Discussion

In the sections above, we have developed a formalism, problem statement, and algorithmic solution
for a new interactive program synthesis approach. We do not have evidence that this approach
is usable by real-world users, and this paper makes no claims about its usability. In fact, the step
decider in our approach (Figure 4) does not need to be a human user at all! Having said this, we are
excited about the possibility of building a usable interface for Programming by Navigation and
briefly discuss some related topics below.

9.1 Backtracking in Programming by Navigation

Programming by Navigation guarantees STRONG SOUNDNESS, which ensures that the current
specification is always satisfiable at every stage of the iterative refinement process. However, a
user may still wish to opt-in to backtracking for at least two reasons:

(1) A user might realize a specific previously-taken step was a mistake. Let’s say the user
selected o1, 0y, 03, 04. If they realize o5 was a mistake, they could simply revert to o, (saving
their work up to that point) and continue Programming by Navigation as usual.

(2) A user might realize that none of the currently-suggested steps are desirable. Let’s
say the user has selected oy, 0, 03, 04 and the provided next steps are ?; +— f(?3) and
?3 > g(?4, ?75), where these steps are drawn from our top-down instantiation of Programming
by Navigation. If the user is unhappy with these options, the synthesizer could remove f
and g from the library and check if the queries (Definition 5.5) for the holes in the working
expression are derivable. (This requires only a single query to the Datalog engine per hole
in the working expression.) With the working expression resulting from oy, this check is
guaranteed to fail, as f and g are no longer in the library. The synthesizer can then revert to
o3 and try this check again; if it succeeds, then the synthesizer has successfully identified
the user-selected step (o4) that led them to the undesirable suggestions. Otherwise, the
synthesizer can keep backtracking—even all the way to the starting expression. If the goal
fact is still not derivable at the starting expression, then the problem has no solution using
the new component library, which the tool can report to the user.

Proc. ACM Program. Lang., Vol. 9, No. PLDI, Article 165. Publication date: June 2025.



165:20 Justin Lubin, Parker Ziegler, and Sarah E. Chasins

9.2 Programming by Navigation in Context

Finally, we briefly describe the constraints of the real-world setting that inspired Programming by
Navigation and how it fits those constraints.

Programming by Navigation arose out of a close collaboration with experimental biologists who
have immense domain expertise but limited programming experience. Taking the working example
from Section 2, many of the biologists deeply understand the idea of batch-level differences between
samples, but do not necessarily know that there is a computational way to correct for it or how to
write a program to do so.

However, we observed that the biologists can easily and quickly provide details of their experi-
ment. For example, for a pooled CRISPR screen [16], they might list the following:

e Transfect cells on day 1 using transfection sequences in file transfect.fasta.
e Sequence cells on day 3, results stored in file day3. fastaq.
e Sequence cells on day 10, results stored in file day10. fastq.

Their goal would then be to calculate what is called a “phenotype score” between days 3 and 10.
Compared to more complicated experiments, a CRISPR screen is relatively easy to analyze. However,
just one step of the analysis pipeline alone—computing a phenotype score from processed data—can
be done with at least 9 different algorithms [17]!

The above sequence of facts translates to atomic propositions in Programming by Navigation as

A ={Transfect(1, “transfect.fasta”), Sequence(3, “day3.fastq”), Sequence(10, “day10.fastq”) }.

The goal of computing a phenotype score between days 3 and 10 corresponds to a goal type of
PhenotypeScore(3, 10). Programming by Navigation takes this specification as input, and provides
the set of next steps that are possible for this specification. At a high level, here is what the first
round of interaction would look like:

You want to calculate a PhenotypeScore. Here are the options to do so:

1) Redundant siRNA activity [52] 6) CRISPhieRmix [25]
2) MAGeCK robust ranking algorithm [58] 7) CERES [71]

3) HiTSelect [26] 8) JACKS [5]

4) MAGeCK maximum likelihood estimation [57] 9) t-test

5) BAGEL [40]
Which option would you like to choose?

In the above interaction, the synthesizer could also link to Bodapati et al. [17]’s comparison of
these methods and the experimental biologist could use their expert judgment to decide which works
best for their particular scenario. (The link to this comparison or other supporting information
could easily be stored as an annotation on the PhenotypeScore type in the library.)

The biologist does not need to know how to write the program in order to use Programming
by Navigation; they just need to decide between this curated list of options (which, by STRONG
SouNDNESs and STRONG COMPLETENESS is exactly the list of valid next steps). Moreover, they
do not need to know these choices up front; they are provided with exactly the set of choices they
need to make, and exactly the set of options available for each choice. Thus, Programming by
Navigation here does not assume that the user knows (i) how to write the program nor (ii) the
set of components involved in it. Instead, it assumes that the user can make an informed decision
between different choices in the program when presented with exactly the list of valid next steps.
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10 Related Work
10.1 Iterative Specification Refinement

Programming by Navigation is a type of interactive synthesis, in which an initial under-specification
is iteratively refined. Programming by Navigation offers two guarantees: STRONG COMPLETENESS
and STRONG SOUNDNESS. As a reminder, STRONG COMPLETENESS ensures that all valid programs
are constructible. STRONG SOUNDNESS ensures that, at each round of interaction, all provided
steps (which can be thought of as specification refinements) lead to a valid program; in other words,
that a valid specification can never be refined to an unsatisfiable one.

Prior work offers different guarantees. For example, some approaches assume that the specifica-
tion refinement is always done correctly (for some notion of correctness), which violates STRONG
SounDNESs. This includes minimally adequate teachers in Angluin [6]’s foundational L* algorithm,
Le et al. [55]’s ¢*-driven interactive program synthesis process (Problem 1, Axioms A and B),
and Peleg et al. [83]’s iterative behavior requirement (Definitions 5 and 6). If it is not possible to
maintain the guarantees of Programming by Navigation in a particular domain, such assumptions
are very useful for maintaining theoretical properties such as soundness.

More generally, many interactive program synthesizers take in a specification, return a program,
and enable arbitrary modifications to the specification before rerunning synthesis [44, 82, 84, 107,
110]. Peleg et al. [83] put this approach on a firm theoretical basis using abstract domains. Such
approaches are highly flexible but, as above, do not guarantee STRONG SOUNDNESS.

Another class of synthesizers enables pruning of the search space of the synthesizer as it runs,
such as Zhang et al. [106]’s search tree interface and Blinn et al. [15]’s Hazel Live Assistant. Like
Programming by Navigation, these approaches can guide the synthesizer to a particular solution,
but they do not offer STRONG SOUNDNESS.

A final class of interactive program synthesizers support specification refinement in the form
of assigning output values to disambiguating examples. Jha et al. [46]’s oracle-guided inductive
synthesis, Mayer et al. [70]’s conversational clarification interface, and Angluin [6]’s L* algorithm
all fall into this category. Additionally, a variety of prior work has explored optimal disambiguating
questions to propose [21, 47, 80, 100]. As output values may be arbitrarily assigned to input values,
inconsistent responses can yield an unsatisfiable specification, violating STRONG SOUNDNESS.

Mayer et al. [70] proposes an interface that comes close to STRONG SOUNDNESS; it lets users
choose between a small number of alternatives for subexpressions of a synthesized term. However,
it also allows arbitrary modifications, violating STRONG SOUNDNESS. Further, not all expressions
are guaranteed to be accessible. Consequently, it does not offer STRONG COMPLETENESS.

10.2 Datalog for Programming Languages

Many prior works have used hand-written Datalog to express program analyses such as point-to
analysis declaratively [19, 33, 90, 98, 103]. In contrast, we use programatically-generated Datalog
as an oracle for our synthesizer. Another line of work aims to synthesize Datalog programs [4, 86,
93, 102]; we do the converse, synthesizing non-Datalog programs using Datalog under the hood.
Lastly, a variety of Datalog extensions have brought additional expressive power to Datalog, often
for the purposes of program analyses [7, 8, 12, 13, 66, 109]. An exciting future direction would be
to leverage these techniques for efficient oracles for more expressive notions of validity.

10.3 Program Synthesis Techniques

Our particular instantiation of Programming by Navigation is for component-based synthesis,
which builds on a long and rich history of prior work [1, 2, 11, 14, 18, 22, 30-32, 34, 37, 39, 42, 45,
46, 48, 53, 63, 67, 68, 75, 92, 94, 97]. Although we do not explore the idea here, it would be exciting

Proc. ACM Program. Lang., Vol. 9, No. PLDI, Article 165. Publication date: June 2025.



165:22 Justin Lubin, Parker Ziegler, and Sarah E. Chasins

future work to explore applying Programming by Navigation to recursive program synthesis (in
which a recursive program is synthesized, often from scratch), which also has a long and rich
history [3, 28, 29, 43, 49, 50, 56, 62, 72, 74, 79, 85, 105].

Programming by Navigation features an iterative loop between two interacting components: a
step provider and a step decider. CEGIS [95, 96] and its generalization OGIS [46] also feature an
iterative loop between two components: a program candidate proposer and a counterexample gen-
erator. The CEGIS/OGIS architecture differs in a number of ways from Programming by Navigation.
The program candidate proposer synthesizes a single complete program that is consistent with a
set of examples; in contrast, our step provider produces a set that includes all and only the valid
next steps. The counterexample generator must prove that a program satisfies a specification or
return a counterexample; in contrast, our step decider must simply choose among the set of valid
next steps. Overall, CEGIS/OGIS follows a generate-and-check approach, whereas Programming by
Navigation synthesizers satisfy STRONG COMPLETENESS and STRONG SOUNDNESS.

Lastly, Programming by Example synthesizers base their specification on input-output exam-
ples [3, 11, 32, 34, 37, 42, 43, 56, 62, 72, 74, 75, 79, 92, 94, 97, 105]. For domains with complex
operations and data that is hundreds of gigabytes large—such as bioinformatics and geospatial
analyses—it is not clear what an input-output example would constitute. However, it would be
exciting to explore Programming by Navigation in domains where input-output examples could
apply. It may be possible to draw on prior Programming By Example synthesizers’ version space
algebras (VSAs) [37, 55, 70] to define an oracle that uses a VSA-based internal representation rather
than a Datalog-based one for problems with finitely many solutions.

10.4 Other Relevant Techniques

Structure editors [24, 35, 41, 51, 78, 87, 99] and other AST construction tools [10] prevent program
edits that are syntactically invalid. Omar et al. [78]’s Hazelnut structure editor calculus goes a step
further, modeling fine-grained cursor movements and ensuring that all edits result in well-typed
programs. In a similar spirit, Programming by Navigation prevents steps that are semantically
invalid with respect to some notion of validity. An interesting direction of future work could be to
combine Programming by Navigation with Omar et al. [78]’s cursor traversal guarantees.

Additionally, the goals and steps displayed by Programming by Navigation (as shown in Figure 2,
for example) have similarities to the proof state displayed by proof assistants such as Rocq [88]
and Lean [73]. A key difference is that these proof assistants do not (and cannot in general, due to
the undecidability) display a list of steps—the equivalent of which would be tactics—that would be
guaranteed to advance the proof state toward the proof goal.

11 Conclusion

While existing techniques for refining underspecifications will remain the best fit for situations in
which type inhabitation is undecidable, no prior technique offers STRONG COMPLETENESS and
STRONG SOUNDNESS. This work introduces the Programming by Navigation Synthesis Problem,
a new synthesis problem formulation designed to structure the process of iteratively refining a
specification in order to find a particular solution. In contrast to prior specification-refinement
synthesis techniques, we formally prove that synthesizers that solve the Programming by Navigation
synthesis problem show all valid steps and only valid steps. By taking advantage of the fact that
the synthesizer only needs to know whether or not a valid solution exists along a path, we develop
a classical-constructive synthesis algorithm for solving the Programming by Navigation Synthesis
Problem. We also propose and implement an inhabitation oracle for identifying valid paths without
preemptively constructing programs. Together, these contributions represent the first specification
refinement synthesizer that offers both STRONG COMPLETENESS and STRONG SOUNDNESS.
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Data Availability Statement

HONEYBEE is open source and freely available at https://github.com/justinlubin/honeybee. We
also provide an archived snapshot of the HONEYBEE codebase and evaluation setup (including the
benchmark suite and all particular programs for each entry) for reproduction as a Docker image
hosted on Zenodo [64, 65].
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